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ABSTRACT

Time-varying multipath propagation is c!onsidered the most important difficulty in
shallow underwater acoustic (UWA) communications. To compensate for the time vari-
ability of the channel, the receiver must use an adaptive algorithm for adjusting its param-
eters. At high symbol rates, intersymbol interference caused by multipath propagation
requires large adaptive filters, increasing the computational complexity at the receiver
end.

This thesis presents a time-reversal acoustic technique (implemented with a phase-
conjugated array of PCA) that generates a spatio-temporal focus of acoustic energy at the
receiver location which reduces distortions introduced by channel propagation (including
multipath), allowing the use of low-complexity receivers. Numerical analysis shows that
for different PCA geometries (element spacing and aperture sizes), the PCA focus foot-
print does not appeaf to significantly change its dimeﬁsions. Futhermore, the aperture size
plays a more significant role than the number of array ¢lements in a PC array design.

Specific examples of novel UWA communicaﬁon systems utilizing time-reversal

focusing are introduced. Current simulation results suggest the potential for high data

‘transfer rates compared to existing noncoherent UWA communication systems.
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I. INTRODUCTION

Traditionally, applications for underwater acoustic (UWA) communication systems
were almost exclusively military. In the last 10 years there has been a growing need of
UWA communication systems for commercial applications. As a consequence, there was
a tremendous increase in research and development of ﬁWA communication systems.
Applications that have received much attention lately are secure military communications,
pollution monitoring, remote control in off-shore oil industry, video telemetry (using
camera images or side scan sonar images from remotely operated vehicles) and collection
of scientific data recorded at benthic stations without the need for retrieving the
instruments. Many of the applications being developed are now calling for near real-time
communication with submarines and remotely operated vehicles. As the UWA
communications channel has limited bandwidth available, the bandwidth efficiency
becomes an important issue for a UWA communication system.

The shallow water acoustic communication channel is characterized by‘ strong signal
degradation caused ’by multipath propagation and high spatial and temporal variability of
the channel conditions. In any underwater acoustic environment there is limited
bandwidth available due to transmission loss which increases with both frequency and
range. This is a major constraint in underwater communication systems design. The most
important of the difficulties encountered in shallow water acoustics digital
communications is considered to be the time-varying multipath propagation (Catipovic,
1990, Baggeroer, 1984 and Coates et al., 1993). This leads to a requirement for powerful

and reliable receiver algorithms for signal processing in a shallow water environment. In
1




recent years there was a large effort made in the design of techniques and algorithms to
overcome this problem.

In a digital communication system, multipath propagation causes intersymbol
interference (ISI). As an example, in a medium-range, 6km long, shallow water (200m)
channel, a typical value for multipath delay spread is 30ms. If the communication system
is signaling at 1 kilosymbol per second, the ISI‘ will extend over 30 symbols, making it
difficult for a receiver to recover the original message. |

In shallow waters, multipath is primarily due to reflections at the surface and bottom
of the channel. The multipath structure depends on the channel geometry, frequency of
transmitted signals and on the source and receiver locations. On a small time scale, the
most important contribution to channel variability is surface scattering due to waves
producing time-varying multipaths. On a larger time scale, channel variation is due to a
variety of effects including internal waves, temperature gradients, and currents in the
sound speed profile.

The ISI and strong phase fluctuations caused by multipath propagation and temporal
channel variability have in the past led to system designs based exclusively on
noncoherent detection methods. These systems have poor spectral efficiency and low
signaling rates and are still in use when robustness is the principal requirement in system
design. To overcome the problem of ISI these systems employ signal design with guard
times which are inserted between consecutive pulses to ensure that all the reverberation
will vanish before each subsequent pulse is to be received (Stojanovic, 1996). The

insertion of guard times obviously results in a reduction of the available data throughput.




In recent years, the feasibility of bandwidth-efficient phase-coherent modulation
téchniques for UWA communications has been proven (Stojanovic et al., 1993, Stojanovic
et al.,, 1994, aﬁd Stojanovic et al., 1995). Several systems have been proposed and
implemented using differential and purely coherent detecﬁon methods resulting in
increased data throughput. In order to accommodate higher signaling rates, these systems
must allow for ISI in the received signal and be able to track any phase variations due to
changing channel conditions. In order to compensate for the ISI these systems employ
either some form of array processing, for exploitation of spatial diversity, or equalization
or a combination of both. |

Array processing for multipath suppression has been used bdth at the transmitter end
and at the receiver end. Coates (1993) and Galvin and Coates (1994), describe an
approach that uses transmitter arrays to excite only a single path of propagation. Long .

~arrays and cal;eful posiﬁoniﬁg are required to ensure complete absence of multipath. In
general it was found that this technique is more effective at shorter ranges.

Another approach (Howe et al., 1994, Tarbit et al., 1994, and Henderson et al., 1994)
is based on adaptive beamforming at the receiver end. It uses a least mean squares (LMS)
type of algorithm to adaptively steer nulls in the direction of a surface reflected wave. It
was found to decrease ip performance as the range increases in relation to depth (Tarbit et
al., 1994). In order to complement the performance of the beamformer, an equalizer was
proposed by Howe et al. (1994). The equalizer is of a decision-feedback type and operates
under an LMS algorithm whose low computational requirements allow real-time

adaptation at the symbol rate.




A different approach based on purely phase-coherent detection methods is described
by Stojanovic et al. (1993, 1994 and 1995). The signal processing methods are based on
joint synchronization and equalization to counter the effect of phase variations and ISI. It
incorporates spatial signal processing based on combining diversity and a fractionally-
spaced decision-feedback equalization with a recursive least squares (RLS) algorithm.

The channel distortions encountered in the underwater acoustic channel require
complex receiver stmctﬁres resulting in high computational requirements which may
exceed the speeds of available hardware. In order t;') compensate for the time variability of
the channel, the receiver must use an adaptive algorithm for adjusting its parameters based
on a beamforming, vequalization or combined approach. At high symbol rates, the long ISI
requires large adaptive filters therefore increasing the computational complexity.

The aim ‘of the present thesis is to provide an original and _elegant solution to
compensate for the distortions of the shallow water channel. This solution is not baséd on
sophisticated processing algorithms but is equivalent to matched field processing with the
filter matched to the impulse response of the ocean. The low computational load required
in this technique is due to the fac;t that it uses the ocean itself as the matched filter for the
acoustic propagation between source and receiver. By using rather simple signal
processipg at the transmitter (suitable for real-time implementation) the multipath
structure at the receiver end is virtually absent, allowing a reduced-complexity receiver
structure.

This technique uses time-reversal acoustic (TRA) arrays to generate a spatio-temporal
focus of acoustic energy at the receiver location eliminating distortions introduced by

channel propagation (Abrantes et al., 1999). Throughout this thesis the Monterey-Miami
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Parabolic Equation (MMPE) acoustic propagation model (Smith and Tappert, 1994) is
used for time-reversal acoustics numerical modeling. Figures 1.1, 1.2 and 1.3 present
numerical modeling results of an acoustic pulse propagatiqn from the source to the time-
reversal array (forward propagation) and the propagation from the time-reversal array to

the source (backward propagation). Figure 1.1 illustrates single pulse propagation from a

Transmission Loss (dB re 1m). ' Transmission Loss (dB re 1m).
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Figure 1.1. Single Pulse Propagation in a Shallow Water Channel.
source located 150m deep at the origin to a vertical array 6km away. Figure 1.2 illustrates
the transmitted signal features and the multipath arrival structure of the recorded signal by
the 150m deep array element. As seen in Figure 1.2 the transmitted pulse envelope has a
-3dB temporal width of 14.1ms. It has a carrier frequency of 800Hz and its spectrum has a
-3dB bandwidth of 36.6Hz. The transrr1itt¢d pulse spectrum is given by the normalized

coefficients of a Hanning window spanning 100Hz about the carrier frequency. The




complete description of this range-independent channel can be found in Section 4.A, p.

34.
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Figure 1.2. Transmitted Signal Spectrum (First Panel), Transmitted Signal Envelope
(Second Panel), Transmitted Signal in Time Domain (Third Panel) and Received
Signal on a Single Array Element at Range 6km from the Source and Depth 150m
(Lower Panel).

In a time-reversal acoustic system, the distorted wavefield is recorded by the array,
then transmitted in a time-reversed fashion (last signal recorded becomes the first

transmitted). The time-reversed wavefield generated by the array propagates through the
6




medium and optimally focuses at the original source location. Note that the time-reversal
process at the array is equivalent to a phase conjugation in the frequency domain. For this
reason, the TRA array may also be refered to as the phase-conjugation array

(PCA).

Transmission Loss (dB re 1m). Transmission Loss (dB re 1m).

Range (km) Range (km)

Transmission Loss (dB re 1m).
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Depth (m)

2 4 6

Figure 1.3. Time-Reversed Propagation from the PCA.
Figure 1.3 represents four snap-shots of the wavefield propagation from the PCA to the
source. The spatial focusing at the source location is clearly observable in the lower left
panel.
This technique can be considered a self-adaptive process that automatically
compensates for any distortions due to propagation in the channel as well as any PCA
imperfections. Clearly, due to the time-reversal transformation at the PCA, the received

signal has the time-reversal signature of the signal which was transmitted originally. For




example, a linear up-sweep frequency modulated pulse will appear as a down-sweep at the
focus.

This phase-conjugation process takes advantage of spatial reciprocity which is a
property of wave propagation in a medium with stable refractive index. An acoustic
phenomenon is said to satisfy spatial reciprocity if interchanging the positions of source
and receiver does not alter the resulting wavefield at the receiver (Jenéen et al., 1994). In
general, reciprocity requires a static envirénment. TRA focusing requires spatial
reciprocity in order to construct the exact time-reversed wavefield that will focus at the
original source location. In thiS way, all the PCA elements transmit back to the source in a
reciprocal fashion, and the time reversed wavefield will have the multipath structure
undone at the sburce location.

Since the PCA only “learns” the medium structure that is imprinted in the incoming

signal at the instant of its reception, it cannot compensate for refractive fluctuations that

occur after reception of the signal. Also, if the environment or its boundaries change (due
to surface waves, internal waves, temperature gradients, receiver or PCA motion, etc.),
reciprocity is violated and the focusing properties of the PCA are degraded. To
accommodate for temporal changes in the channel, the PCA must update the transfer
function of the environment with some periodicity that depends on how . fast
environmental changes affect the focusing properties.

The reminder of this thesis consists of five chapters. Chapter II presents an overview
of time reversal acoustics theory. In particular it analyses the cases of time reversal |
acoustics in a range-independent channel and a more general static range-dependent

channel. In these ideal situations a closed-form solution for the field at the focus can be

8
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evaluated, and some focusing properties can be inferred and may be extrapolated for more
general environments. Chapter III presents an overview of the Monterey-Miami Parabolic
Equation (MMPE) acoustic propagation model (Smith, 1996). This is the acoustic
propagation model used throughout this thesis for time reversal acoustics numerical
modeling. In Chapter IV the focusing properties of the PCA are studied through MMPE
numerical simulations. It shows how the PCA focusing properties change when the array
operates at different carrier frequencies, and when the array length or the array element
~ spacing is altered. It also presents the frequency characterization of the channel and gives
examples of how range shifting of the focus location can be attained. Chapter V describes
applications of PC arrays to UWA communications and Chapter VI presents a summary of

conclusions and identifies some aspects of PCA modeling requiring further research.

/
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II. TIME REVERSAL ACOUSTICS THEORY

This chapter presents an overview of time reversal acoustics (TRA) theory and its
close relationship to matched field processing techniques. In particular it shows a closed
form solution of the focus field in a simple range-independent environment. It also makes -
a generalization for a static range-dependent environment where an approximation of the
field at the focus location can be evaluated. From this approximation the focusing
properties of PC arrays can be evaluated. |
A. OVERVIEW OF TIME REVERSAL ACOUSTICS THEORY

For simplicity, consider a waveguide with pressure-release surface and rigid bottom as

depicted in Figure 2.1 where the axis from o’ to o will be the reference axis for

0 Ocean surface ;0

Bottom

Figure 2.1. Wavéguide Geometry.

propagation from the receiver array to the source. From the axis location in Figure 2.1 the-

11




coordinates are related by z’=z and r’=R-r. In this environment the frequency-domain
wave equation, or Helmholtz equation for a range-independent waveguide can be written

as (Jensen et al., 1994)
[V + ()]G (7, 2|z, ©) = ~8(r)d(z-2,), 2.1)

where k?(z) = is the acoustic wavenumber for a waveguide with sound speed

2
c2(z)
c(z), o denotes the angular frequency andk G(r, zlzs, w) is the frequency dependent
Green’s function in cylindrical coordinates at location (, z) due to a point source located
atrange r = 0 and depth z = z;. Note that the depth z is taken positive downward.

From the point of view of linear systems theory, at location (7z) the Green’s function

G(r, z|z;, ) represents the ocean impulse response due to a point source located at range
r =0 and depth z = z;. It can be shown (Jensen et al., 1994) that G(r, |z, ) satisfies

the principle of reciprocity,

a A s LN L SN
P(r)G(r]7s 0) = p(R)G(r:| 7, ), 22)
that is, the acoustic field measured at ;’j due to a point source located at 7; is equal to the
acoustic field that would be measured at 7, if the point source where located at ;j scaled

by the ratio of densities at 7, and ;j. Since the dehsity is nearly constant throughout the

ocean, this leads to reciprocity of the acoustic field itself.
The reciprocity theorem plays a major role in time reversal acoustics because it
implies that the field from an array element propagates to the source location in a

reciprocal way as the field from the source to the array element. The acoustic field

12




recorded by a given array element has imprinted on it all the channel effects including
multipath. Due to multipath propagation the signal recorded by a given PCA element will

have multiple arrivals. Figure 2.2 illustrates the multipath arrival at a given PCA element

Reflected path (2™ arrival)
_-Oceansurface . __________._... p--.( ......................
o
o
o °
Source Direct path (1% arrival)
' o
PCA o
Bottom

Figure 2.2. Multipath Arrival at Array Element.

where the direct path will arrive first and the reflected path will arrive second. After
reception and recording, the received signal is time-reversed and transmitted back to the
source. The back propagation from the array element to the source is illustrated in Figure

2.3. The travel times along the reciprocal paths will be the same, and so the multiple

Reflected path (1% transmitted)
_.Oceansurface _ _______________._ P ( ______

Source Direct path (2™ transmitted)

PCA

Bottom

Figure 2.3. Time Reversal Propagation.
arrivals will arrive simultaneously back at the source location. Thus, at the source

location the multipath structure will be undone.

13




At this point it should be mentioned that the term “time reversal” is used in reference
to the time-reversal of the recorded signals performc;d at the PCA. It does not imply time-
reversal of the waveguide effects because there is no way to reverse propagation losses in
the channel transmission. Also, “phase conjugation” is synonymous with time-reversal at

the array because of the time-reversal property of the Fourier transform. For a real signal
one can write F[s(z)] = S(w), where F[s(t)] denotes the Fourier transform of s(2).

Thus, the Fourier transform of the time-reversed signal s(-z) is then given by

F[s(-#)] = S(-w) = S*(w). Therefore tﬁe time-reversal transformation is equivalent to
complex conjugation in the frequency domain.

Due to the range-independent nature of the waveguide, a separation of variables
technique may be used to solve the wave equation, Eq. (2.1). The solutions are then
defined in terms of depth-dependent eigenfunctions, or normal modes, and range-
dependent Hankel functions. In this situation, the azimuthally symmetric solutions have a

far-field approximation given by (Jensen et al., 1994)

. LA : iKmr
G(r, 2|z, @) = —l—e( d ¥, (2) ¥, (2) =, (23)
P NERr ,,,Z, JK.,

where r is the horizontal distance from the source, G(r, z]z,, W) is the pressure field at
location (7z) due to a point source at z, scaled such that the pressure is unity at r=Im, and

¥,.(z) and K, are the normal mode eigenfunctions and modal wavenumbers,
respectively.
The eigenfunctions and modal wavenumbers are obtained by solving the eigenvalue

problem (Jensen et al., 1994)
14



df 1 d 2, w2 _
P (@) + )~ Kal¥y(2) = 0. 4

The mode functions ¥,,(z) are orthogonal and normalized according to

oo

Y ()¥au(2) . |
J- oy = O &
0

and form a complete set (Kuperman et al., 1998),

E‘Ms) = 8(z-2,). 26)
p(zs)

m=1

When the source transmits a pulse s(z), upon reception the j'h element of the PCA

records the time-domain signal

P(R.z;t) = j G(R, |z, ®)S(®)e""do, @.7)

where S(w) is the Fourier transform of s(z) and R is the distance from the source to the
PCA. Due to G(R, zjlzs, ), the ocean impulse response, this equation incorporates all

the waveguide effects including time elongation due to multipath- propagation. For

causality considerations, assume that the received signal p(R, z;,?) lies in the interval
0<t<t, where 7T is large enough to include all multipath arrivals. In order to maintain
causality the time reversed signal used to excite the ;i'h element pf the PCA is
p(R, z;, T—1t) where T is such that 7> 2t. Under these considerations the time-reversed

signal becomes

15




p(R,z, T—1) = _[ G(r, 2|z, )S(0)e T do. ' 2.8)

—00

Using the conjugate symmetry of the transmitted pulse, i.e., S(-w) = S*(w), and that of
Green’s function, i.e., G(r, ZJ'IZ:’ -0) = G*(r, zjlzs, ), and reversing the sign of the

integration variable ®, Eq. (2.8) comes

P(R,z,T-1) = fG(r, zj|7, —0)S(-w)e™ e (~dw). 2.9)

o

- I[G*(r’ Zjlzs’ m)S*(m)ein]e-imtd(x)

—00

where the quanﬁty in braclkets is the Fourier transform of the signal transmitted by the j'h
element of the PCA. This corresponds to the signal received by the c.:lement after time-
reversal and deiay. From Eq. (2.9) it becomes clear that the time reversal transformation is
equivalent to complex conjugation in the frequency-domain plus a phase factor to observe
causality.

Upon transmission back towards the source, the time reversed acoustic field

Prpa(7’, 2)z;, ®) generated by the j™ element of the PCA is given by

Prra(’, 2], ©) = G(7', 2|25 ©)G*(R, 2|z, ©)S* ()™, (2.10)

where G(7/, z|zj, ®) is the field at location (7’,z) due to a point source located at the j'h

element of the PCA. The total field at (r’,z) is given by the superposition of the field
produced by each individual array element,
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4 ; |
Pra(?, z|0) = ZG(r',zlzj, ®)G*(R, zj|z, 0)S*(@)e™". (2.11)

j=1

By Fourier synthesis, the time-domain signal becomes

, |
Prra(r’sz, 1) = ZIG(H, z]zj, ©)G*(R, zj|z, )S*(0)e" e dw . (2.12)
j=1 :

At the source location r’=R, this expression becomes
J . T .
PrasR 200 = ¥ [O(R 25, 0)G (R 2,2, )H @) 0. 2.13)
i=1 :

Using the reciprocity principle, Eq. (2.2), with constant density p(R, z;) = p(R, z;), leads

to

G(R, 2,|z, ®) = G(R, 7|z, 0). (2.14)

Therefore the time-domain equivalent of Eq.(2.13) is given by (Kuperman et al., 1998)

Prra(R, 2, 1) = , (2.15)

J
J‘ 2 U.gt,+ (R, 2|z, 0) g, (R, 2|25 (D)dt']s(t" —t+T)|dt”

2
(2my™ | &

where g, (R, z,|z;), 8+(R, z,|z;) and s(#”” -t + T) are the time-domain representations

of the Green’s function and the probe signal.
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The following observations can be made about Eq. (2.15) (Kuperman et al., 1998):

* The auto-correlation of the Green’s function corresponds to a matched filtering
operation with the filter matched to the impulse response of the propagation from

the source to the j'h element of the array. This operation reduces the time elonga-
- tion due to multipath propagation, producing a form of temporal focusing.

* It can be shown that the sum over the array elements is a form of spatial matched
filtering analogous to that employed in the Bartlett matched field processor (Bag-
geroer et al., 1993).

* The sum over the array elements further improves temporal focusing as the side-
lobes of the matched filters for each array element tend to average to zero which is
also analogous to broadband matched-field processing results (Brienzo and
Hodgkiss, 1993).

* The integral over t”’ is a convolution of each matched-filtered channel impulse
response with the time-reversed and delayed transmitted pulse. As a consequence
this pulse is not matched-filtered because a time-reversed version of it is received.

B. TIME REVERSAL IN A RANGE-INDEPENDENT UNDERWATER
ACOUSTIC.CHANNEL

In order to evaluate the vertical focusing properties of the PCA, consider a range-
independent channel where a closed-form solution for the field at the source can be
evaluated. In a range-independent UWA channel the TRA field at location (7’,z) can be

found by substituting Eq. (2.3) into Eq. (2.12), such that

Prpa(r',z, 0) =

* foT ¥, (DY, (z)¥ Y, (z;) ik, -
S ((D)e 222 m(z) m(zj) n(zs) n(zj)e (K KnR). (216)
p(z:)87t.\/Rr' - ) p(zj)JKmKn‘

j m n

For an array that adequately samples all the modes, the summation over the PCA elements

can be approximated by an integral
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i(Kyr = K, R) o

i Zz‘l’ (2)V¥,(z,)e ¥, (2)¥,(2)
P , = Ok oT m n\<s I m n ) 1

Using the orthogonality property of the modes, Eq. (2.17) becomes

_ iK, (r'=R)
Praalr', 7, 0) = S4(@)e Ty TalE T n2)e 2.18)
. p(z )STEKm«/Rr'
Evaluating Eq. (2.18) at the source range, r’ = R, yields
i ¥, (2)¥,.(z;)
P R; ] = * T “M_—L- 21
rra(R, 2, ) = S5 (@)Y’ T (2.19)

Finally, assuming that K,, is nearly constant over the contributing modes and using the

modal closure relation Eq. (2.6),

_ S (@) N (@) ¥n(z) _ SH@)e e
PTRA(R’ Z, (D) = STERK p(zs) - 8nRK 8(2 zs) .

m

This equation clearly shows the vertical focusing performed by the PCA at the range

corresponding to the source location. It is worth mentioning that this vertical focusing is

due to the closure property of the modes. If the array has only a few elements and cannot

properly sample the propagating modes, one can conclude that this focusing will be

- degraded. As will be shown in this thesis, numerical simulations indicate that even with a

small array aperture, a good quality of focus can be achieved.

C. TIME REVERSAL ACOUSTICS IN A STATIC RANGE-DEPENDENT
UNDERWATER ACOUSTIC CHANNEL

Consider a general range-dependent environment such that small regions in the

vicinity of the source and in the vicinity of the vertical array are assumed to be range
19




independent, but the larger region between is allowed to have arbitrary range dependence
in bathymetry and sound speed. In the ideal case, the vertical array spans the entire water
column with elements having uniform spacing d and ~the modal eigenfunctions have
negligible amplitude in the bottom. Ignoring absorption losses, the TRA field in the

vicinity of the source is given by (Kuperman et al., 1998)

le(Rs Z)\Pm(R’ Zs) i, (R)(r'~R)
€
81p(2,)K,,(0)d/RY

Prga(r, 2, 0) = s*(m)e""”z : (2.20)

where K, (0) and K, (R) are the modal eigenvalues evaluated at the vertical array and at

the source, respectively. ¥, (R, z) represént the modal eigenfunctions at the array and d

is the vertical array inter-element spacing.

In a situation that is not too far from this ideal case, Eq.(2.20) can be used to illustrate
the properties that an actual array may possess. In this ideal case, the first property that
one can notice from Eq.(2.20) is the independence of the focus field with respect to the
range-dependent environment between the focus and the array. The focus depends only
on the local properties of the water column and the sea floor, but it is not affected by
bathymetry or range-dependent water column properties in the region between the array

and the focus. Therefore Eq.(2.20) shows that, neglecting absorption losses and the

cylindrical spreading factor the focus pattern is independent of the distance

1
JRP
between the source and the array. Thus all the general features of time-reversal acoustics

discussed in this thesis should also exist in more general, range-dependent environments.
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Losses due to absortion and scattering are expected to cause attenuation of higher-
order modes. As a consequence, the focus becomes more blurry than that in the previous
ideal lossless siéuation. Furthermore, as the distaﬁce between the array and the focus
increases, the focus becomes blurrier due to the strong range and mode number
dependence of attenuation. However, such influences will not be specifically treated in

this analysis.
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III. NUMERICAL MODELING OF THE TIME-REVERSAL ARRAY

This chapter presents an overview of the parabolic equation (PE) modei used for
acoustic propagafion modeling, as well as the method used for its implementation - the
‘split-step Fourier (SSF) method (Hardin and Tappert, 1973). The Monterey-Miami
Parabolic Equation (MMPE) model (Smith, 1996) is the acoustic propagation model used
throughout this thesis. This propagation modéi is an upgraded version of the University of
Miami Parabolic Equation (UMPE) model (Smith and Tappert, 1994). It is based on a
parabolic equation approximation to the wave equation which was first introduced to the
underwater acoustics community by Tappert (1974). This approximation is valid for lower
frequencies (down to 2Hz) than the geometrical acoustic (small wavelength)
approximation as it retains all the diffraction effects associated with the ocea'n sound
channel (Tappért, 1977). |

Other propagation methods such as the separation of variables are based on the
approximation that the ocean is exacﬂy horizontally stratified. In contrast, the parabolic

equation model retains full coupling between local waveguide modes, making it valid for

more realistic, non-stratified oceans. One of the main advantages of the PE/SSF -

implementation is the speed with which the acoustic field can be computed. Thesé are
some of the reésons why the use of parabolic approximation methods has become
commonplace in the prediction of underwater acoustic propagation.
A. PARABOLIC EQUATION THEORY

The majority of the ocean environment is well suited for a description in cylindrical

coordinates, particularly in the case of shallow water propagation where the range is much
23




larger than the ocean depth. For this reason, a cylindrical coordinate system is favored
over others.

A time-harmonic acoustic field can be described in cylindrical coordinates by

P(r,2,0,0) = pAr,z,9)e", (3.1)
where pAr, z, ¢) is the frequency-dependent pressure amplitude as a function of radial

range r, depth z (positive downward), and azimuthal bearing ¢ . Substituting P(r, z, 0, t)
into the inhomogeneous wave equation with a point source leads to the Helmholtz

equation in cylindrical coordinates (Jensen et al., 1994)

2 -2

19( 0py 10ps Op - _ > >
ra(r-é-;) + rzw'i'w + kon (r, 2, ¢)pf = —47‘CP08(r— rs) B (3.2)
where n(r, z, )= ﬁ is the acoustic index of refraction, ¢, is the reférence sound

. . o .
speed, c(r, z, ¢) is the acoustic sound speed, and k,= - is the reference wavenumber.
) 0

The right-hand term represents a point source at location re = (ry25) = (0, z,), with

ressure amplitude P defined at a reference distance |r — ?s = Im. Note that c¢(r, z, ¢)
p p P

includes all the features of the environment, although density variations were neglected in
this derivation. These density variations could be incorporated into a new index of
refraction without any loss of generality.

Assuming the ocean acts as a waveguide, acoustic energy primarily propagates
outward from the source in the horizontal direction. Therefore, the pressure field can be

approximated by
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PAr, 2, 0) = YAT, z, 0)HD (K, 1), - (33
where WA, z, ) is a slowly varying amplitude function that modulates the outgoing

zero-th order Hankel function of the first kind, H{P(k,r) . Using the far-field asymptotic

expansion of the Hankel function (Gradshteyn and Ryzhik, 1994), the pressure field

Eq.(3.3), may be defined by

pAr,z,0) = P, J@wf(r, z0)e . (3.4)

This equation provides the relationship between the acoustic amplitude p{r, z, ¢) and the

so-called “PE field function” WA, z, ¢) . The PE field function is normalized such that at
r=R,, |w] =1 and |p| = P,. Neglecting the cylindrical spreading A‘/—R-:" factor and
r

the range-dependent factor eikor, the PE field function W«(r, z, ¢) can be considered as

being the ocean transfer function at location (r,z,¢) due to a source at location

(r 5? Zs! ¢s) *
Substituting Eq.(3.4) into the Helmholtz equation and separating the equations for the
incoming and outgoing fields (e.g., Smith and Tappert, 1994), one can show that the

defining equation for the PE field function is

ki.a%wf(r, Z, ¢) ‘= (] - Qop)Wf(r, Z, ¢) ’ (35)

where Q,, is the so-called “square-root operator” defined by
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1
. a2 3
0, = [k’—é"’?ar(n?_z)u] . (3.6)

Tappert (1977) introduced several approximations to Q,, including the standard parabolic
equation (SPE). One of the key features of the SPE approximation is the separation of the

operator Q,, into two independent operators, 7, and U, , separating the depth

op op>
derivative and environmental term, respectively. The equation defining the evolution of

the field function Y4 r; z, ) then takes the form

2

kio%\lff(r, z"¢) = (T"”(ga?) + U"”(n))wf(r’ z,0). 3.7

Thomson and Chapman (1983) introduced a higher order approximation based on an
operator splitting by Feit and Fleck (1978), valid for higher angles of propagation and

commonly known as the “wide-angle” (WAPE) approximation. In this approximation,

1 aZ 1 82 -1
Top = —]C—g..a_p_[:(] + ];Z-é?) + 1] | (38)

and

U, = —~(n-1). 3.9)
Jensen et al. (1994) suggests that this approximation extends the accuracy of the solutions
to a half-bandwidth of 40° but benchmark testing using the WAPE approximation
demonstrated the capability to accurately propagate fields for select environments with ,
half-beamwidths greater than 70° (Chin-Bing et al., 1993). The WAPE approximation

also features less sensitivity to the choice of ¢, (reference sound speed), and the effects of

26
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phase errors are greatly reduced in typical deep ocean conditions relative to the SPE

approximation (Jensen et al., 1994 and Chin-Bing et al., 1993). For these reasons the
WAPE approximation is the one used in the MMPE propagation model.
B. PARABOLIC EQUATION NUMERICAL SOLUTION

In order to numerically solve the parabolic equation, the MMPE uses a split-step

Fourier (SSF) algorithm (Hardin and Tappert, 1973). This is a marching algorithm that

integrates the solution in range by applying the operator U,, in the z-domain and the

operator T,, in the k,-domain. The latter operator is defined in the k,-domain (vertical

wavenumber domain) as

* . 2 ,
Top(k,) = 1- ’(]—k—zzz) . ‘ (3.10)

Note that both operators are just scalar multipliers and may be applied independently.

The approximate solution for Y7, z) is iterated in range from r to r + Ar according

to (Smith and Tappert, 1994)

ik ArU,,(r, z)F( ~ikoArTop(r, k;)
e

YAr+Arz) = e [F (wir, z))]) : (3.11)

where F and F*! represent forward and inverse Fourier transformations, respectiyely. Note
that Eq.(3.11) provides time-harmonic soluﬁons to the PE field when substituted into Eqgs.
(3.4) and (3.1). Broadband resﬁlts are obtained by solving Eq.(3.11) for an evenly-spaced
discrete set of frequencies in the bandwidth of interest. For each time-harmonic solution,

the output of the model is in the form of the complex PE field functions for each frequency
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and spatial grid point, YA, z;) , referenced to a unit magnitude at r = 1m, and computed
at the spatial grid points (riz;) -
C. MONTEREY-MIAMI PARABOLIC EQUATION MODELING

The MMPE acoustic propagation model allows user-specification of the most
important enviroﬁmental parameters as inputs. In the model, the environment is divided
into three distinct layers: the water column, the sediment layer and a deep bottom layer. In
the water column the user can specify the range-dependent sound speed profile. For the
sediment layer, the water/sediment bathymetry and several range-dependent acoustical
parameters can be specified: the sound speed, the sound speed gradient, the density,
compressional attenuation, shear speed and shear attenuation. All these parameters are
depth-independent with the exception of the sound speed that ﬁas the specified gradient.
For the deep bottom layer, the user must specify the same parameters as in the sediment
layer. For a single bottom composition, the deep layer can be defined at a depth below the
maximum computational depth thereby removing its influence from the calculation.

The MMPE model allows the use of two types of sources. A wide-angle source which
approximates a point source and a vertical line array where steering is allowed. Source
parameters _th.at need to be specified are the depth, the center frequency, the bandwidth,
and the number of discrete frequencies (should be a power of two for efficient FFT
computation). The principal input data file specifies the name of the environmental data
files, the name of the output binary file and other parameters such as' the computational
grid size, the computational range and depth, the output range of values and its grid size,
and the reference sound speed. The output binary file consists of the PE field function

evaluated on the output grid at the discrete set of frequencies. It includes a header with the
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necessary environmental information for the post-processing of the PE field function. For
more information about the contents of the environmental data files and for the source
code in Fortran, the reader is referred to the Ocean Acoustics Library supported by the
U.S. Office of Naval Research through the web page http://oalib.njit.edu/pe.html. From
this web page the reader may also download the UMPE model documentation (Smith and
Tappert, 1994).

D. TIME ARRIVAL STRUCTURE
It is assumed that the source transmits a single pulse s(z) centered at frequency f, with

a spectral shape S(f) over bandwidth BW. Note that the bandwidth BW corresponds to the

bandwidth over which the acoustic field solutions need to be evaluated. The output of the

MMPE model is the PE field function Wi, z) evaluated at N discrete frequencies in the
bandwidth of interest, from f, - Af%] to f, + Afﬂz_—l) , where f, is the carrier frequency

and the frequency spacing Af is given by Af = A—f% Due to the Fourier transform |

convention assumed, the time arrival structure at some distance r from the source requires

the Fourier transformation of the pressure field p«r, z) . From Eq.(3.4), the pressure field

is related to the PE field function by

R ik, r g
PAr,2) = ROJ;’wf(r, e (3.12)

Taking into account the transmitted pulse spectrum, the corresponding pressure field

becomes
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R ik, r
PAr 2) = POJ;W(V,Z)Swe o (3.13)
: f

The arrival time structure of the propagating field may then be computed from

R ~ ik,r _;
p(r,z1) = P«/‘j‘f YAr, S e df. (3.14)
: ik r i2nf
Noting that we may write ¢ ° = ¢ °, the result of this phase factor in Eq.(3.14)

produces arrival time results in terms of “reduced time”

T=:-1, (3.15)
c0

where ¢ is the absolute travel time of the pulse. Then

p(r,2T) = PJEI YAr, 2)S(Ne T df. (3.16)

Finally, to decrease the computational burden associated with large transform sizes in
evaluating the full Fourier transform, the MMPE model heterodynes the signal,

downshifting the center frequency to d.c., and integrates only over the bandwidth such that

BW

- R (2 y
p(r,z,1) = P, /7I Vp . (1, 2)S(f +1,)e gy (3.17)
BW ’

2
where f = f-f, and 1;(r, 2z, t) is the envelope of the pressure field. This will introduce a

i2nf,

phase factor of ¢ in the time domain which can easily be added later.
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At this point it is worth mentioning that N, the number of discrete frequencies and also
the transform size, should be a power of two in order to use computationally-efficient FFT

algorithms. Since the signal bandwidth is BW and the transform size is N, then

] ,
AT =Ty )= Ty = o5 3.18
- k+1 k BW ( )
giving a time window of duration
N-1
Twindow =(N-1)-AT = BW ° (3.19)

This time duration value turns out to be very important as a pulse propagates in the ocean
and “stretches” in time due to multipath propagation. Therefore according to the
bandwidth, the number of frequencies N should be chosen judiciously in order to avoid the

undesired “wrap-around” effect due to pulse elongation greater than the time window. In

practice, the minimum value for N is N = 2", where L = [log,(BW)]+ I and the

delimiters invoke rounding up to the next integer.
E. TIME DOMAIN ANIMATION OF SPATIAL ACOUSTIC PROPAGATION
For a better understanding of the mechanics of time reversal acoustics, it is very useful

to look at time-domain snapshots of the acoustic field. In order to perform this analysis,

g : 2 . | . r.
the “reduced time” at each range r; is converted to absolute time t;, = T,+—,
CO

converting p(r;, z;, T}) to p(r;, z;, 1) . The acoustic field can now be considered as being
evaluated on a time-space grid defined by (r,, z;, t;;) where t;;, represents absolute time.

Time-domain snapshots are then obtained by defining a specific “time-frame” such that

t;=t, and then evaluating p(r;, z;, t,) at the ranges and depths of interest. Note that since
ko p\r,Z;t, g p

L
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the width of the window T,,;, 4, is finite, the total range extent R covered at any specific
time is R=c, T\ indow

To obtain a “time-frame” in the range of interest, some constraints are required on the
bandwidth of the signal BW and the range step of the output Ar. In general, the time

difference between two grid points in range is

i~ = ‘——“Hc ==, (3.20)
. o

The condition for a constant time-frame over different range points is

LivDk = Likem)- (3.21)

Therefore, Eq.(3.20) becomes

ti(I‘(+m)—tik =m-At = Z“ A (3.22)
[
For a given time resolution Az, one can then have
¢ .
Ar = mc, At = mB_;V’ with m=1, 2, 3,.... (3.23)

where ¢, is the reference sound speed and m is an integer different from zero. From

Eq.(3.23), for a given BW, the maximum range resolution allowed in a time-frame is
c
Ar = 1—9—&; For graphical reasons, a Ar that provides about 100 points in the range of

interest gives good results.
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IV. ENVIRONMENTAL INFLUENCES IN TIME-REVERSAL ACOUSTICS

This chapter presents the results of PC array numerical simuiations using the MMPE
acoustic propagation model. Section 4.A gives a brief description of the UWA channel
used throughout this chapter and Section 4.B gives the description of the transmitted
signal envelope. Section 4.C gives a description of PC array focusing in the environment
previously described and how the TRA technique is similar to matched field processing.
Section 4.D presents a study of the effects that ldifferent carrier frequencies have on the
focus propertiés. Section 4.E presents the frequency characterization of the channel
transfer function in order to evaluate the possibility of bandwidth degradation in the
channel. In Sections 4.F and 4.G several PC array configurations are considered. Section
4.F shows the effects of changing the element spacing and Section 4.G shows the effects
of changing the PC array length (or array aperture). Section 4.H presents an
implementation of focus ranée shifting. Depending on the source depth, the focus will
change its location in range when the PC array changes the carrier frequency of the
;ransmitted signals.

During the TRA examination process that lead to this thesis several other
environments were considered. In all these environments it was observed that the PCA has
similar focusing properties as the ones described for the UWA channel considered in this
chapter. For conciseness, only the environment described in Section 4.A will be examined
here because it is the most realistic of the cases considered. The other UWA channels that
were considered include channels with different sound speed structures and different

range-independent as well as range-dependent bathymetry.
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A. ENVIRONMENT CHARACTERIZATION

The UWA environment used throughout this chapter to study the properties of PC
arrays is presented in Figurev4.1. This UWA channel is range-independent because the
sound speed profile, bottom bathymetry and bottom characteristics do not change along

the range. As depicted in Figure 4.1, the source is located at a range of Om and a depth of

Channel geometry
o T T T T Ll 1l
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£ _ )
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Figure 4.1. UWA Channel Profile.

150m, and the vertical PC array is located 6km from the source. The PC array in Figure
4.1 represents an illustration of its location with respect to the source. Throughout this
chapter several array configurations will be used. In some cases the PC array may have
different element spacing, in other cases it has different lengths and in some cases it can

span the entire water column.
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Figure 4.1 also shows the sound speed profile and the bottom characteristics. This
environment has a upward refracting sound speed profile from a depth of Om to 50m.
From 50m to the bottom at 200m, this UWA channel exhibits a sound speed profile similar
to a typical shallow ocean sound speed structure with the sound axis (minimum value of
the sound speed) located at 150m in depth. The bottom has‘compressional attenuation of
| 0.1dB/m/kHz, a sound speed gradient of 1s! and a density of 1.5g/cm?.

B. TRANSMITTED SIGNAL ENVELOPE

In most of the TRA numerical simulations presented in this chapter, the transmitted
pulse has a carrier frequency of 800Hz. The exceptions are in Section 4.D where carrier
frequencies of 400Hz and 1200Hz are used. In each case, the transmitted pulse has a
bandwidth of 100Hz with a -3dB effective bandwidth of 36.6Hz. The MMPE
computational bandwidth over which the solutions of the PE field functions are computed
includes the full 100Hz. The envelope characterization of the transmitted pulse is given in
Figure 4.2. It should be mentioned that the spectrum of the transmitted pulse envelope is
given by the coefficients of a Hanning window (Proakis and Manolakis, 1996). Therefore
the lower panel in Fi gure 4.2 represents a Hanning window (in dB units) that spans 100Hz
in frequency. The time domain representation of the corresponding signal at a carrier
frequency of 800Hz can be found in the third panel of Figure 1.2 on page 6. For this
signal, the -3dB pulse width is 14.1ms.

C. TIME REVERSAL ACOUSTICS IN A RANGE-INDEPENDENT
ENVIRONMENT |

For the environment described in Section 4.A, Figure 4.3 represents the magnitude of
the ocean response for a time-harmonic acoustic source at a frequency of 800Hz in a

vertical plane defined by the source and the array elements. The ocean frequency response
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Figure 4.3. Ocean Response at 800Hz.
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at 800Hz Ais represented in terms of transmission loss (dB re 1m). Considering the ocean as
a spatial filter, Figure 4.3 represents the “forward propagation transfer function” at the
frequency of 800Hz. The term “forward propagation” is used to denote the propagation
from the acoustic source. If the source located at a depth of 150m transmits a pulse at the
carrier frequency of 800Hz with a bandwidth of 100Hz (-3dB effective bandwidth of
36.6Hz), the time arrival structure at the vertical array may be evaluated by Fourier
synthesis of single frequency (CW) solutions over the bandwidth of interest. The time and
frequency domain characterization of the transmitted pulse was previously described in
Figure 4.2.

Figure 4.4 represents the time arrival structure of the received signal envelope at the
PCA for the 800Hz signal with 100Hz bandwidth. For a given array element, the envelope

of the received signal is given by the corresponding horizontal line at the array element
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Figure 4.4. Time Arrival Structure at the PCA.
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depth. The effects of multipath propagation are clearly observed in Figure 4.4 .where any
- array element detects several multipath arrivals. From Figure 4.4 one can see that the
multipath structure is similar between closely spaced array elements. The diversity
between array elements can be exhibited by computing the envelope cross-correlation of
the time arrival structure represented in Figure 4.4. The envelope cross-correlation shown
in Figure 4.5 was computed with respect to the envelope received by the array element at a

depth of 150m. With respect to this array element one can observe that the other array
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Figure 4.5. Envelope Cross-Correlation across the Arfay Elements.
elements become more decorrelated as the depth difference bétween array elements
increases. In general as the distance between array elements increases the multipath
structure becomes more decorrelated. This spatial decorrelation between array elements is
due to the presence of multipaths and is used in communication systems that explore the

spatial diversity in the water column.
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At the PCA, the received signals are time-reversed and transmitted back to the source.
Figure 4.6 represents the ocean frequency response to the time-reversed acoustic field

transmitted by the PCA evaluated at 800Hz. At this point it should be mentioned that the

Transmission Loss (dB re 1m) at Freq = 800Hz.

Range (km)

Figure 4.6. Backward Propagation Ocean Response at 800Hz.

term “backward propagation” will be used throughout this thesis and by that is meant
prdpagation of the time-reversed signals from the PCA through the reciprocal
environment. From this perspective, Figure 4.6 represents the back propagation ocean
frequency response at 800Hz.

In Figure 4.6, the propagation is from the left to the right, i.e. the PCA is located at
range Okm and spans the entire water column. In. this geometry the original source is
located at a range of 6km and at a depth of 150m. As expected, the phase conjugation of
the 800Hz frequency component and its consequent propagation through the channel

produces a strong spatial focus at the source location.
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From the viewpoint of linear systems theory, the ocean itself behaves similarly to a
spatial mafched filter. Due to spatial reciprocity, the only location in space where this
spatial filter is matched to the forward propagation function is at the source location.
Therefore the output of this spatial filter is maximized at the source location creating a
strong focusing effect because the source location is the spatial location where the
backward propagation transfer function matches the forward propagation transfer
function. In other words, at the source location all multipath contributions will arrive in
phase and add constructively creating the focusing effect. Using these same arguments, all
the other frequency components of the transmitted pulse will focus at the source location.

- Figure 4.7 represents the time arrival structure of tﬁe back propagated pulse (f,=800Hz,
BW=100Hz) at the source range and the temporal, vertical and horizontal PCA focusing
properties. The data displayed corresponds to the recorded signals of a vertical array of
elements that spans the entire water column at the source range.

In Figure 4.7 one can observe the temporal focusing at the source location where the
multipath structure is greatly suppressed. This temporal focusing is also a consequence of
the matched filter behavior of the ocean where all frequency components will arrive at the
same time at the same location. In this numerical simulation the PCA spans the entire
water column with an element spacing of d = 0.244m and A/d = 7.67, approaching the
ideal case of a continuous line of sources. As a consequence, the temporal sidelobes
represent the limiting situation that can be achieved in practice. As will be shown in this
chapter, decreasing the number of array elements increases the temporal sidelobes.

Also note in Figure 4.7 that this focusing t)rocess has vertical (along the depth)

sidelobes. As mentioned in Chapter II, the vertical focusing is a consequence of the
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closure property of the propagating modes. Thus, these sidelobes appear in part because
there are higher order modes, called evanescent modes (Jensen et al., 1994), that decay

rapidly in range and don’t propagate in the channel. In addition, some propagating modes
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Figure 4.7. Time Arrival Structure Focus Range. Temporal, Vertical and Horizontal PCA
Focusing Properties.

are attenuated differently by the environment. Thus the focusing extent is dependent on
the number of modes allowed in the channel.

Also displayed in Figure 4.7 is the horizontal focusing at the source depth. This plot is
very representative because it gives the maximum amplitude of the received signal
envelope for a given location in range. The main lobe is located at 6km corresponding to
the source range and the -3dB main lobe width is about 60m, much larger than the

corresponding value along the depth which is 3.3m.
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D. FOCUSING AT DIFFERENT FREQUENCIES

In this case study, three signals with carrier frequencies of 400Hz, 800Hz and 1200Hz
were used. All these signals have the same bandwidth of 100Hz that corresponds to a -3dB
effective bandwidth of 36.6Hz, the same envelope spectral shape as described by Figure
4;2 and the PC array spans the entire water column. The temporal, vertical, and horizontal

focusing properties for each signal are displayed in Figure 4.8.
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Figure 4.8. Focusing at Different Frequencies.

As shown in Figure 4.8 the temporal duration of the main arrival is identical for any of
these test cases. This is a significant result because it means that using the same bandwidth
at different carrier frequencies achieves the same temporal pulse resolution and

consequently the same symbol rates. It appears that the channel frequency response does
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not change significantly over the bandwidth of each signal and therefore the same
temporal resolution exists at these different carrier frequencies. The temporal sidelobes
are below 40dB and decrease with increasing frequency. This is presumably due to the
increase in the number of propagating modes at higher frequencies. In addition, the focus
dimensions (or “footprint”) are found to decrease with increasing frequency. This is due to
a combination of the increase in the number of propagating modes and the decrease in
acoustic wavelength.
E. CHANNEL CHARACTERIZATION IN THE FREQUENCY DOMAIN

For the channel described in Figure 4.1 where the source is 150m deep and the PC
array spans the entire water column, Figure 4.9 represents the forward propagation

channel frequency response evaluated at the PC array element 150m deep. The upper
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panel represents the frequency response from 200Hz to 1400Hz and the lower panel
represents the channel frequency response in the range of frequencies used in the previous
section. Regarding the lower panel one can observe that the channel frequency response
has smooth peaks and deep fades almost evenly spaced. In some cases the deep fades can
be 50dB below the peak level. This behavior in the forward propagation frequency
response is a consequence of the multipath interference structure at this array element. For
the other PC array elements the channel frequency response exhibits similar behavior with
the deep fades located ét different frequencies that the ones shown in this example.

Figure 4.10 represents the channel frequency response at the focus location. This
channel frequency response will be des;ignated by “two-way” frequency response because
it includes forward propagation followed by backward propagation to the focus location.

Comparing Figure 4.9 with Figure 4.10, the two-way propagation frequency response
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Figure 4.10. TwoWay Channel Frequency Response at Focus Location.

44




evaluated at the focus location exhibits a smooth behavior with frequency where the deep
fades are absent indicating that all frequency components at the focus location are in
phase. Note however that the lower frequency components at the focus have lower
amplitude than higher frequency components. This is presumably due to stronger
interaction of the low frequency modes with the lossy bottom.

In Figure 4.9, only the frequency response for the 150m deep array element is shown.
Since the PC array spans the entire water column and the interference structure will
change along the depth, the other PC array elements will exhibit nulls in the frequency
response at frequencies other than the ones shown for this PCA element. When back
propagation is performed, the contributions from all the PC array elements will add
coherently at the focus location, restoring all frequency components in the received field.
Thus, at the focus location the two-way frequency response is much smoother than for the
forward propagation case.

F. EFFECT OF INTER-ELEMENT SPACING

In this section we evaluate the influence on the focus due to PC arrays with different
element spacing. In this test case the transmitted signal has a carrier frequency of 800Hz
and a bandwidth of 100Hz. The geometry of the different PC arrays used in this study is
given in Figure 4.11 where each afray is identified by a number from 1 to 6. Associated
with each PCA are 3 numbers giving the number of elements, the distance between
consecutive elements in meters and the distance between consecutive elements in terms of
carrier wavelengths. Note that PCA number 1 has the smallest element spacing and that

the distance between array elements doubles between consecutive arrays.
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Figure 4.11. Focusing Properties Using PC Arrays with Different Element Spacing.

Starting from PCA number 1 to number 6, as the element spacing incréases, the array
cannot provide enough spatial sampling of higher-order propagating modes. Thus, the
focusing degrades as a result of the lack of resolution of higher order modes in the field.
From a linear systems point of view the changing in focus is the result of removing array
elements that are more correlated, i.e. as the array spacing increases it increases the
decorrelation between array elements.

From Figure 4.11 one can conclude that the spatial dimensions of the.focus do not
change significantly for these PCA configurations. Comparing these results to Figure 4.7

where the PCA spans the entire water column one should expect an increase in temporal
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sidelobes because the PC arrays in Figure 4.11 only span half of the water column,
collecting less information about the channel conditions. Remarkably, in the worst case
situation (PCA number 6 with only 9 elements), the temporal sidelobes are 25dB below
the main lobe. These results seem to indicate that even with a small number of array
elements, a good focusing quality can be achieved provided that the PCA has enough
spatial sampling of the propagating modes in the water column.
G. EFFECT OF APERTURE SIZE

In this study the element spacing is kept constant in order to evaluate the effect that
different PCA aperture sizes have on the focus quality. The geometry and spatial location
in the water column of the different PC arrays is depicted in Figure 4.12. In this figﬁre,
each array is designated by a number from 1 to 5. The numbers associated to each array
give the number of array elements and the array length in meters and in carrier
wavelengths. As the PCA aperture size increases, it can provide a better sampling of the
low-order propagating modes. Starting with array number 1 and going to array number 5,
the changes in focus are due to better spatial sampling of the low-order propagating
modes. Thus, one should expect better focﬁsing properties as the aperture size increases
because the PCA has more spatial diversity.and provides a better sampling of the channel
conditions.

Because these PCA arrays cannot properly sample low-order propagating modes, the

sidelobes increase in the depth and range coordinates. In Figure 4.12 the first three arrays

with apertures of 2.5\, 5A, and 10\, respectively, have temporal sidelobes about 12dB

below the main lobe. When the aperture size increases to 202, and 40\, the temporal

sidelobes decrease to 27dB and 35dB, respectively, below the main lobe. This distinctive
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Figure 4.12. Focusing Properties Using PC Arrays with Different Aperture Size.

behavior of array numbers 4 and 5 compared to the other three is because they provide a

better sampling of the lowest-order propagating modes and therefore have better temporal

properties.

Presumably, the placement of these arrays in depth will also affect the focus quality.

The best quality focus would be expected when the array is placed at a depth which

optimally samples the dominant propagating modes. The conclusion that can be drawn is

that in a given environment one should evaluate the most important propagating modes

and use an array aperture that provides enough sampling of these modes.
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H. EFFECT OF FREQUENCY BIN SHIFTING ON FOCUSING AT OTHER
LOCATIONS IN RANGE

The basic idea of the range shifting approach is that the PCA can focus at different
ranges by increasing or decreasing the carrier frequency of the transmitted signal. This
frequency shifting of the carrier frequency can be implemented in near real time by an
FFT bin shift at the PCA array before transmission.

This procedure is based on the acoustic-field invariant property in the coordinates of
frequency and range (Brekhovskikh and Lysanov, 1991). It has been shown (Chuprov and
Mal’tsev, 1981, and Chuprov, 1982) that the interference structure in oceanic waveguides
is characterized by the existence of lines of maximum intensity 7(®, r) having a slope £,
and this slope is an invariant for a particular group of modes (Song et al., 1998),
where v and u are the phase and group velocities characterizing a given mode group,
respectively. The invariant B is determined by the properties of the channel and the
derivative in Eq.(4.1) averaged over this group.

This invariant property applies not only to the sound intensity but also to the phase
velocity and envelope (group) delay (Grachev, 1993) thus extending to broadband pulse

propagation. From Eq.(4.1), if the PCA transmits the complex conjugated field at a carrier

frequency of ®, + Aw, the corresponding range shift is given by

Ar = égm. 42)

4
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The results in Figure 4.13 show that range shifting was attained when the PCA
receives a signal at a carrier frequency of 800Hz with 100Hz bandwidth and shifts the

carrier frequency up or down by 2.5Hz and 5Hz. These results show that when the carrier
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Figure 4.13. Focus Range Shifting by Changing the Carrier Frequency at PCA.
frequency is shifted by *2.5Hz, the focus range shifts 30m with respect to the focus
location at the nominal carrier frequency. When the carrier frequency is shifted by +5Hz,
the focus range changes by 60m. These results give an approximate value for the invariant
B of 0.119. This range shifting property was also observed when the source was located
50m and 100m deep and by shifting the carrier frequency by +2.5Hz and +5Hz, giving a

value for B of 0.228 and 0.258, respectively. The results in Figures 4.14 and 4.15
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correspond to a source depth of 50m and 100m, respectively. At this point it seems clear
that this invariant § has depth dependency.

It should be mentioned that the range shifting property can be observed as long as A®
is small when compared to the transmitted signal bandwidth. In other situations where
1+20Hz and +40 Hz shifts weré used, some dissimilar results were found. For these carrier
shifts, no range shifting was observed when the source was located 150m deep. When the
source was located 50m and 100m deep, it was observed that the focus split into two foci.
These two foci are symmetrical in range with respect to the nominal focus range (no range

shifting) and are also symmetrical in depth with respect to the nominal focus depth.
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Figure 4.14. Focus Range Shifting for a Source 50m Deep.
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Figure 4.15. Focus Range Shifting for a Source 100m Deep.
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V. APPLICATION OF TIME REVERSAL ACOUSTICS TO
SHALLOW WATER COMMUNICATION SYSTEMS

This chapter illustrates the application of TRA to UWA communication systems. It
illustrates the use of PC arrays both in a point-to-point acoustic link and in a network
situation. The communication system described in this chapter uses a reduced-complexity
non-coherent detector at the expense of increased complexity in the transmitter (PCA).
The examples illustrated in this ‘chapter correspond to a nominal signaling rate of 30.5
symbols/second where 4 bits of information are encoded in each symbol, as described in
Section 5C The channel used in this chapter for numerical simulations is the one
described in Section 4.A. |

A. USING PHASE-CONJUGATED ARRAYS IN UNDERWATER ACOUSTIC
COMMUNICATIONS

In this section, an example of the use of PC arrays in UWA communications is given.
Figure 5.1 describes the simplest case of point-to-point communications between 2
stationary communication nodes. Each communications node of Figure 5.1 hasva PC array
that spans the entire water column and the source/receiver element of each node is located

at a depth of 150m.
| As seen in the previous chapter, when the time-reversed acoustic field propagates in
the channel, it will focus back at the original source location due to spatial reciprocity.
From the viewpoint of systems theory, the channei can be considered a spatial filter. In the
forward propagation case (acoustic propagation from a source to a PCA), the presence of
multipath and other channel distortions causes a different channel impulse résponse at

different locations in the channel. After back propagation from each element of the PCA,
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the channel behaves like a matched filter where the original source location is the only
location in space where the forwa;d propagation transfer function matches the backward
propagation transfer function for each PC array element. Therefore during
backpropagation the output of this spatial filter will be maximized at the source location.
From these observations one can conclude thét the source position is the optimal location
in space to place a receiver.

For each node in Figure 5.1, the PCA focusing properties require the acoustic source
to be co—lécated with the designated receiver element for TRA UWA communications.
This receiver element will be responsible for reception of the TRA UWA communication
sfgnals. At this point is possible to conceive that each node will be using a single-element
transducer that can be operated both as an acoustic source and as an acoustic receiver.
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Figure 5.1. Channel Geometry in a Point to Point Communication Link.
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The first step towards the focusing of PCA 1 requires a probe (pilqt) pulse
transmission from the node 2 acoustic source. As this probe pulse propagates, it will
incorporate channel distortions including multipath. In the next step, the received acoustic
signals at each PCA 1 element are digitized and stored in digital memories. For PCA 1
transmission (or backpropagation), the recorded signals will be time-reversed and
transmitted by each PCA 1 element. The time-reversal transformation at PCA 1 is a simple
task to perform, fequiring the digital memories to be read in a last-in-first-out (LIFO)
manner. At the PCA transmission, each elem;ent is excited by the output of the
corresponding memory where the received signals were recofded.

In order to attain good focusing quality there is the requirement that all PCA elements
must be synchronized at reception and transmission. By synchronization is meant that it
will record the received signals during the same time interval and at transmission all the
elements are fired at same time.

At this point one can consider that PCA 1 is “focused” at the source/receiver location
of node 2 because it has recorded the necessary environmental information to generate a
spatial focus at the node 2 source/receiver location. A similar process can be described for
the focusing of PCA 2 that requires a probe pulse transmission from the node 1 acoustic
source.

The PCA’s focusing procedure is a critical aspect in a TRA communication link. TRA
communications can only be established after both arrays are focused. In a real situation
one must take into account the temporal variability of channel conditions. Focusing will
degrade with time, requiring periodic PCA re-focusing. In a real situation where generally

the nodes may have some motion, the PC array may need to update the environmental
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information every time the receiver moves out of focus. In such a situation, the range
shifting property of the PC array discussed in the previous chapter may be a very useful
feature in a UWA communication system. If the receiver is moving slowly, the PCA is
able to keep the focus at the reéeiver location, decreasing the rate at which the UWA
communication system updates the environmental information (probing).

As a final remark the electronic circuitry associated with each PCA element includes a
receiver amplifier, an A/D converter, digital filters, memory, a D/A converter and a
transmitter émpliﬁer. Until this point no reference was made to the presence of digital
filters at each PCA array element. Its presence will become clear in the next section.

B. SIGNALING SCHEME

In this section, a signaling scheme appropriate for PCA non-coherent communications
is described. In this signaling scheme each symbol represents a 4-bit word giving a total of
16 different words in the code. Since this communication system is based on non-coherent
detection, the value of each bit within a symbol ié given by the detection or lack of
detection of the corresponding frequency component. There are 15 different symbols in
the code having at least one spectral component. The “all-zeros” word corresponds to the
case where no carrier frequencies are detected. This signaling scheme corresponds to a
QFSK modulation scheme. Thus, a simple receiver can be built based on a four element
filter bank followed by an envelope detector. The detection of a given frequency
component is achieved when the corresponding envelope detector output is higher than a
given threshold.

In this signaling scheme, four frequency components are defined centered at 750Hz,

800Hz, 850Hz and 900Hz. Each one of these frequency components spans 100Hz in
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frequency and has a -3dB bandwidth of 36.6Hz. The least significant bit corresponds to
the frequency component centered at 900Hz and the most significant bit corresponds to
the component at 750Hz.

To initialize the PC array, the source at each node must transmit each 100Hz
bandwidth probe pulse separately. An alternative approach to simplify probe pulse
transmissions would require that each PCA element has a bank of 4 digital filters centered
at 750Hz, 800Hz, 850Hz and 900Hz. This way the array can store the frequency
component contents from the arrival of a single probe pulée covering the entire bandwidth,
700Hz to 950Hz.

~ If the first approach is chosen there is no requirement for a digital filter bank in each
PCA element but each node must make sure that the probe pulse transmissions will not
overlap in time at the PCA.

The choice of which approach to use may be dictated by the temporal variability of the
channel conditions that will degrade focusing, requiring periodic update of the channel
conditions. The filter bank approach has the advantage that it requires only one probe
pulse transmission from each source in Figure 5.1. Thus the communication system
spends less time in array focusing and higher data throughput can be aﬁajned at the
expense of a more cqmplex PCA.

C. PHASE-CONJUGATED ARRAY

In this section it -, is assumed that the PCA is able to learn the environmental
information in the bandwidth of interest. The PCA is not in a shadow zone and each
source transmits a probe pulse with bandwidth wide enough to accommodate the

bandwidth used to transmit all individual frequency components of the signaling scheme.
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The signaiing scheme described in the previous section requires a four element filter
bank for each PCA element. This four element filter bank frequency response is given in
Figure 5.2. All the filters have the same spectral shape bui different center frequency, each
filter frequency response spanning over 100Hz giving a -3dB bandwidth of 36.6Hz. The
frequency response of each filter is specified by the coefficients of a Hanning window. In
Figure 5.2 the center frequency of each filter corresponds to the centef-frequehcy of one of

the frequency components used in the signaling scheme.
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Figure 5.2. PCA Element Filter Bank Frequency Response.

After PCA reception and filtering, each PCA element will have recorded 4 different
signals with different center frequencies. Each one of these signals will have the transfer
function of the channel imprinted on it. As Seen in the previous chapter, if all PCA
elements transmit only the signal component centered at 800Hz, a pulse with 800Hz

carrier frequency and a -3dB bandwidth of 36.6Hz will be received at focus location.
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D. POINT TO POINT MESSAGE TRANSMISSION

This section presents a numerical simulation where a message is sent from node 1 to
node 2 of Figure 5.1. At each PCA 1 element, the transmitted signal corresponding to a
given symbol can be obtained by time-domain superposition (i.e., simultaneous
transmission) of its different frequency components. Similarly the signal corresponding to
a sequence of symbols can be obtained by superposition of the signals corresponding to
thé different symbols, properly delayed in the time domain. This time-domain delay
corresponds to the signaling period and should be greater than the temporal duration of
each symbol at the receiver location to avoid inter-symbol interference. In this case each
symbol component will have at the receiver a -3dB temporal width of 14.1ms and a
conservative value of 32.8ms was chosen for the signaling period. This provides a
signaling rate of 30.5 symbols/second. This choice for the signaling period is somewhat
arbitrary and based simply on producing results with clearly distinguishable arrivals. With
accurate processing techniques, smaller signaling periods could be used thereby
increasing the signaling rate.

Figure 5.3 presents the spectrogram of the signal corresponding to a message

composed by the sequence of words from (0001), to (1111}, that is intended to be

transmitted from node 1 to the node 2 receiver. Figure 5.3 represents the ideal signal that
node 1 wants to focus at the node 2 receiver. Note that the least significant bit corresponds
to the frequency component centered at 900Hz and the most significant bit corresponds to
the component at 750Hz.

Figure 5.4 presents the results from a numerical simulation where node 1 spans the

entire water column and transmits the appropriate signals to focus the message of Figure
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5.3 at the node 2 receiver. All the signals in Figure 5.4 are collected at a depth of 150m.
The upper-left panel represents the signal transmitted from the PCA 1 element located at

150m depth while the other three correspond to the signal spectrogram at various ranges.

Message signal spectrogram (no distortions) (dB)
000

0.1 02 03 04 05 06

Time

Figure 5.3. Spectrogram of the Signal Containing the Desired Message if
no Distortions are Present in the Channel.
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Figure 5.4. Message Signal Spectrogram Received by a Single Element Receiver
150m Deep, Evaluated at the PCA (Upper Left), at Two Intermediate Ranges and at
the Focus (Lower Right).
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Only the lower right panel in Figure. 5.4 corresponds to the signal spectrogram at the
focus location. |

In Figure 5.4 one can clearly observe that as the pulse back-propagates in the éhannel
the multipath structure becomes less significant as the range approaches the focusing
range. It can also be seen that when the pulse approaches the focusing range it increases
the power spectral density of its spectral components. This increase in the power spectral
density is a consequence of the vertical, horizontal and temporal PCA focusing properties
as the sequence of symbols app;oaches the focus location.

E. PHASE-CONJUGATED ARRAY VERTICAL DIVERSITY IN
UNDERWATER COMMUNICATIONS

Presented in this section is an extension of the TRA technique described in the
previous sections. The setting for this TRA experiment is depicted in Figure 5.5 and is

Channel geometry - vertical diversity at PCA 2
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Figure 5.5. PCA Geometry for Vertical Diversity Examination.
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similar to the one presented in Figure 5.1 with the difference that node 2 has now 3 source/
receiver elements. The extension of the TRA technique presentéd in this section exploits
node 1 PCA vertical diversity to focus the back propagated acoustic field at the different
node 2 receiver locations. As a result, higher data throughputs can be achieved in ‘the data
link from node 1 to node 2 by simultaneously transmitting symbols designed to focus at
different node 2 receivers.

In this case the PCA 1 focusing process requires probe pulse transmissions from each
source/receiver element of node 2. The transmission of probe pulses from node 2 has the
constraint that it must allow enough time between consecutive transmissions so each pulse
will arrive at PCA 1 at different time slots and the pulses do not interfere. In this example
PCA 1 will require a data bank with 3 times the storage capacity of the one used in PCA 2
because it has to store the signals received from 3 probe pulses. The TRA acoustic link
from node 1 to node 2 can accommodate 3 times the data throughput of the case presented
in the previous séctions. In this case node 2 has 3 receivers and node 1 is able to send 3
different symbols (one for each node 2 receiver) during each symbol period.

At transmission, PCA 1 will assemble the message intended for each receiver by the
superposition of its frequency components stored in its data bank. The signal transmitted
by each PCA 1 element will be composed of the superposition of the signals for the
different node 2 receivers. Figure 5.6 represents the desired message signal spectrogram
that node 1 wants to focus at each node 2 receiver. Note that these signals do not
correspond to the actual signals sent by PCA 1 elements. At each PCA 1 element the

transmitted signal will include multipath and other channel distortions.
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Figure 5.6. Desired Message Signals for Node 2 Receivers.

Figure 5.7 presents numerical simulation results of the PCA 1 transmitted signal
propagation in which Figure 5.6 represents the message that PCA 1 wants to focus at each
receiver location. In this simulation, PCA 1 spans the entire water column and the upper-
left panel of Figure 5.7 represents the actual signal sent by the element located at a depth
of 150m. We can observe multipath structure and strong interference between the different
transmitted messages. The remaining panels in Figure 5.7 represent the signal received by
each one of the node 2 receivers. Due to the vertical focusing properties of PCA 1, these
results show very little message intersymbol interference at each receiver and the desired
message can be easily decoded.

With respect to this same numerical simulation, Figure 5.8 represents the signal

spectrogram at different ranges between node 1 and node 2 collected at a depth of 150m.
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Figure 5.7. Transmitted Signal by PCA 1 and Received Signals at Node 2
Receivers.
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Figure 5.8. Received Signal Spectrogram at Depth of 150m and Different Ranges
from PCA 1.
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The results in this figure show that it will be extremely difficult to decode the original
messages at these locations because the different message signals are overlapping both in
time and in frequency. These results also show that this TRA vertical diversity technique
may have applications to UWA secure communication links. Channel distortions and
signal overlap both in time and frequency of the different messages seems to be a very
good way to encode digital communication signals with the advantages of a higher data-
throughput.

F. PHASE-CONJUGATED ARRAY SPATIAL DIVERSITY IN UNDERWATER
COMMUNICATIONS

In this section the concept described in the previous section is further extended to
consider the case of an UWA communication network. The spatial arrangement of the

acoustic network illustrated in this section can be observed in Figure 5.9. In this case all
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Figure 5.9. PCA 1 Geometry for Examination of Vertical and Horizontal
Spatial Diversity in a UWA Communication Network.
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the acoustic nodes are located in the same vertical plane. This constraint is only due to the
fact that MMPE is a 2-dimensional propagation model, and therefore all the sources and
receivers must be in the same vertical plane. In a real situation one could have these
acoustic nodes located in different azimuthal directions from node 1. In Figure. 5.9, nodes
2,3,4 and 5 are located 2km, Skm, 6km and 7km, respectively, away from node 1. At each
node the receiver may be located at different depths and node 4 has 2 different receiver
elements. |

The objective in this section is to illustrate the case where node 1 transmits
simultaneously in time and frequency different message signals to each one of the
receivers at the other nodes. In order to accomplish this, node 1 takes advantage of the
spatial focusing diversity of PCA 1. In other words, PCA 1 is able to simultaneously focus
different messages at different locations.

In a network enviropment, this technfque can be difficult to implement. Each PCA has
to record and store the received probe pulse from each one of the source/receiver elements
at the other communication nodes. At each focusing stage only one probe pulse is sent by
one of the source/receiver elements and will be recorded by the PCA’s at the other
communication nodes. At the end of the probing process PCA 1 will have stored the
necessary signals to focus at all the receivers. Fo; example, if PCA 1 wants to send a
message to source/receiver nr. 5, it uses only the stored signals from source/receiver nr.5
probe signal to compose signals to be transmitted that will focus the desired message at
the receiver 5 location. In the case where node 1 broadcasts a message for all receivers,
PCA 1 will use all the signals recorded from each source/receiver probe pulse

transmission to compose the signals that will be transmitted by each element.
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Figure 5.10 represents the desired message signal spectrograms that node 1 wants to
“focus at each receiver of Figure5.9. Note that these signals do not correspond to the actual
signals sent by the PCA 1 elements. At each PCA 1 element the transmitted signal will
include multipath and other channel distortions due to spatial variability of channel
conditions. As seen in Figure. 5.10, four of the desired received signals only have one
frequency component. The motivation behind this choice of messagé signals is to observe
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Figure 5.10. Desired Signals to Focus at the Receivers.
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intersymbol interference due to temporal overlapping of the different transmitted
messages.

Figure 5.11 represents numerical simulation results corresponding to the situation
where node 1 transmits simultaneously the appropriate signals to focus each message of
Figure 5.10 at the corresponding receiver. Again, in this simulation it was assumed that the
node 1 PCA spans the entire water column. The results in Figure 5.11 show that little

interference was attained and each receiver is able to decode the correct message.

Signal at receiver nr. 1 (node 2) Signal at receiver nr. 2 (node 3)

1000 1000
950 -205
900 1.210

g
g 850 .{-215
o
@ 800
& 220
750
225
700
-230

0 850
& 0 0.2 04 06 0 02 04 06
Time Time
Signal at receiver nr. 3 (node 4) Signal at receiver nr. 4 (node 4)

1000
950
900
850
800
750
700
6500

Frequency

0.2 04 0.6 .
Time Time

Signal at receiver nr. 5§ (hode 5)

1000

950 ' S 210
900 ’ ‘ 215

)
§ 850 220
g 800
i 225
750
230
700

(o} 0.2 0.4 0.6
Time

Figure 5.11. Received Signal Spectrogram at the Receivers.
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Figure 5.12 represents the received signal spectrogram at different ranges between
node 1 and node 2 collected at a depth of 150m. The results in this figure show that it will
be extremely difficult to decode the original messages at these locations because the

different message signals are overlapping both in time and frequency.
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VI. CONCLUSIONS

In this thesis an attempt was made to characterize the influences of a phase-
c;onjugation array design on its focusing properties. Particular attention was given to PCA
applications in UWA communication systems. This thesis provides a starting point for a
PC array design, and gives support to the planning of further TRA UWA communication
experiments both in the laboratory and in an oceanic environment. In the early stages of a
TRA UWA communication system désign, TRA numerical modeling is very important
because it gives insight to the propagation issues that are involved without the need to go
out to the ocean and perform very expensive experiments. However, although numerical
bmodeling is an excellent @dysis tool, it does not provide complete information about
time-variability of the channel conditions. To take that iﬁto account and incorporate it il
the ‘UWA communication system design, oceanic experiments are plaﬁned for the near
future.

The numerical analysis of the PCA focusing properties showed that the focus footprint
decreases in dimensions as the carrier frequency increases. Furthermore, the horizontal
dimension is larger than the vertical dimension of the footprint. Therefore vertical motion
" of the receiver is much more critical than horizontal motion because the recefver can
easily move out-of-focus.

Using the same bandwidth and changing carrier frequency in the range 400Hz to
1200Hz, | numerical modeling showed that temporal focusiﬁg does not change
significantly. This is the case illustrated in Section 4.D with an effective pulse bandwidth
of 36.6Hz. In a more general situation where a larger pulse bandwidth is used, the results

in Figure 4.10 suggest that for carrier frequencies higher than 1200Hz, some degradation
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will occur in the pulse temporal resolution at the focus location since the two-way channel
frequency response will change considerably over the bandwidth.

Using PC arrays with different element spacing or with different aperture size, the
PCA footprint did not appear to change its dimerllsions. Keeping constant the aperture sizé
and changing the PCA element spacing, the temporal sidelobes remained approximately at
the same level. As illustrated in Figure 4.11, temporal sidelobes 25dB below the main lobe
can be attained with an element spacing of 6.6 wavelengths (in this case the aperture size
is 100m, half of the channel depth).

Keeping constant the PCA element spacing énd changing the apeﬁure size, the vertical
and horizontal footprint size did not appear to change significantly. A small improvement

in horizontal sidelobes was observed in Figure 4.12 as the aperture length was increased.

Figure 4.12 also showed that with PCA aperture sizes of 2.5\, (7 transducers), 5A, (13

transducers) and 102, (25 transducers), the temporal sidelobes remained at the same level

with respect to the main lobe. A dramatic improvement in temporal sidelobes was

observed when the aperture size increased to 204, (49 transducers) because the PCA was

able to provide better spatial sampling of the lowest propagation modes. In other words,
there was more spatial diversity in the PC array.

What can be concluded from these experiments is that aperture size plays a more
significant role than the number of array elements in a PC array design. In the examples
shown in Figures 4.11 and 4.12, the PC array with an aperture size of 100m and only 9
transducers had lower temporal sidelobes than the PC array with an aperture size of 37.5m
and 49 transducers. The number of PCA transducers is a critical factor in PC array design

because it will drive up the cost. Each PCA transducer has its own electronic circuitry
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composed of receiver amplifiers, A/D and D/A converters, storage memory and
transmitter. In general, underwater devices rely on batteries to operate their electronic
systems and have severe constraints on the amount of power that can be used. Thus, for
cost effectiveness one would be better off with a small number of array elements extended
over a large aperture size.

Another interesting TRA property that was observed is the horizontal shifting of the
footprint location when the PCA shifts the carrier frequency of the transmitted signal. At
this point it seems that this property may be useful in a UWA communication system
where the stations may be in motion or drifting. Its implementation requires further
research because each PCA must sense the rate of relative motion in order to keep the
focus at the receiver location. The relationship between the frequency shifting and range
of focus shifting is also enviroﬁmentally dependent.

For UWA communication systems using noncoherent detection, the use of PC aﬁays
seems promising because there is no requirement of carrier phase tracking. The temporal
focusing properties of the PCA overcomes the requirement of guard times between
consecutive symbols to ensure that all the reverberation will vanish before each
subsequent symbol is recéived avoiding intersymbol interference at the receiver. Thus
some data rate improvement is made because the insertion of idle periods of time results in
a reduction of the available data throughput. Array processing is no longér required
because the PCA footprint is well defined at the receiver location.

As seen in Chapter V, the data throughput can be further improved by taking
édvantage of the PCA spatial diversity focusing properties. In the cases presented, the
PCA was able to focus simultaneously different messages at different receiver locations.

The message signal designated for a given receiver only focused at the intended receiver
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location. At the receiver the corresponding message signal was compressed in time and
space and had higher magnitude than the other interfering message signals. As a
consequence, each message signal could only be decéded at the desired receiver.
Furthermore, this seems to be a good technique for secure UWA communications because
the different message signals will be overlapping both in time and frequency at other
locations, making it difficult to recover any of the transmitted messages.

Due to the PC array spatial diversity focusing properties, PC arrays may have an
important role in an acoustic local area hetwork. Each array is able to simultaneously
transmit different messages that will focus at the destination receiver node. Although the
first protocols for acoustic local area networks have been proposed by Brandy and
Catipovic (1994) and Talavage et al. (1994), the design of an acoustic local areé network
protocol that accommodates the learning step of the PCA’é is still yet to be developed.

In order to achieve high-speed data transmission, the use of TRA bandwidth-efficient
phaée-coherent communications requires further research. Due to temporal variability of
channel conditions, the first step towards vthe feasibility of TRA phase-coherent
communications is the evaluation of the phase-stability (phase fluctuations) at the focus.
Once accomplished, the receiver structure can be determined and an adaptive equalizer
can be designed to accommodate temporal variability of the channel conditions.

At this point it seems clear that if the PCA learns every symbol in the code, the
symbols will arrive with the correct phase information at the receiver. This has the
downside that it will take much more time for the PCA to learn the environment and it
requires enough storage for all of that information. It would be an advantage if the PCA
only needed to learn the reference symbol and could then process the collected data in

order to generate at the receiver location all the different symbols in the code.
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